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Background: Vision-Language Pretraining

[1] Learning transferable visual models from natural language supervision[C] ICML 2021
[2] Scaling up visual and vision-language representation learning with noisy text supervision[C] ICML 2021
[3] Oscar: Object-semantics aligned pre-training for vision-language tasks[C] ECCV 2020
[4] Uniter: Universal image-text representation learning[C] ECCV 2020
[5] Align before fuse: Vision and language representation learning with momentum distillation[C] Neurips 2021

Late fusion: CLIP [1], ALIGN [2] Early fusion: OSCAR [3], 
UNITER [4]

img txt

Multimodal Encoder

img txt

img txt

Multimodal Encoder

Hybrid: ALBEF [5]



[1] Emerging properties in self-supervised vision transformers[C]. ICCV 2021

Background: Self-supervised Learning



Motivation: Multimodal codebook as Semantic Bridge 

Text feature 
Space

[1] Unsupervised learning of visual features by contrasting cluster assignments[J]. Neurips 2020



Motivation: Extension of SSL into Multimodal Setting

[1] Align before fuse: Vision and language representation learning with momentum distillation[C] Neurips 2021
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Image and text as two views of the same entity



Framework Overview



Part 1: Multimodal Codebook Learning
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𝐿"#$% = 𝐿'() 𝑍+, 𝐶, 𝑇/() + 𝐿/() (𝑍/, 𝐶, 𝑇'())

Image instances should distribute to clusters proportionally to the optimal text transport plan



Part 1: Multimodal Codebook Learning
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𝐿"#$% = 𝐿/() (𝑍/, 𝐶, 𝑇'()) + 𝐿'() (𝑍+, 𝐶, 𝑇/()) + 𝐿#/ (𝑍/, 𝐶) + 𝐿#/ (𝑍+, 𝐶)

What’s the cost to transport instances to clusters?



Part 2: Teacher-student Contrastive Learning

How close is text student to image teacher?

How close is image student to text teacher?

How close is image student to image teacher?

How close is text student to text teacher?

𝐿34'56 = 𝐻 𝑃/(', 𝑦/(' + 𝐻(𝑃'(/, 𝑦'(/) + 𝐻(𝑃'(', 𝑦'(') + 𝐻(𝑃/(/, 𝑦/(/)



Distribution Separation Part 3: Pretraining

Image-Text Matching Masked Language Modeling

𝐿'/: = 𝐻 𝑃'/:, 𝑦'/: 𝐿:4: = 𝐻 𝑃:4:, 𝑦:4:

Multimodal Encoder

Match or not?

Multimodal Encoder

Image tokens text tokens Masked text tokensImage tokens

Masked token ids?

𝐿 = 𝐿"#$% + 𝐿34'56 + 𝐿'/: + 𝐿:4:



Experiments
Pretraining Data

CC3M SBU VG COCO Total

#images 2.92M 859K 100K 113K ~4.0M

#texts 2.92M 859K 769K 567K ~5.1M

Evaluation Data

Retrieval VQA Visual Reasoning Visual Entailment

Train Val Test Train Val Test Train Val Test Train Val Test

COCO 113K 5K 5K VQA2 83K 41K 81K NLVR Ref. 
[1]

7K 7K SNLI 29.8K 1K 1K

Flickr 29K 1K 1K

[1] Suhr A, Zhou S, Zhang A, et al. A corpus for reasoning about natural language grounded in photographs[J]. arXiv 2018



Quantitative Results
zero-shot image/text retrieval performance on MSCOCO and Flickr30K

finetuned image/text retrieval performance on MSCOCO and Flickr30K



Ablation Studies

Ablations on different variants of our model for zero-shot image/text retrieval on MSCOCO and Flickr30K

Ablations on codebook 
sizes under limited 
pretraining regime using 
only MSCOCO



Qualitative Results

Grad-CAM visualization on the cross-attention maps corresponding to individual worlds



Conclusions

• Propose multi-modal codebook to align image and text
modality at cluster level

• Connect SSL with vision-language pretraining by generalizing
teacher-student distillation to multimodal setting


